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1
MEMORY SYSTEM AND METHOD FOR
WRITING DATA INTO MEMORY SYSTEM

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application is based upon and claims the benefit of
priority from Japanese Patent Application No. 2010-282299,
filed on Dec. 17, 2010; the entire contents of which are incor-
porated herein by reference.

FIELD

Embodiments described herein relate generally to a
memory system and a method for writing data into the
memory system.

BACKGROUND

In recent years, NAND-type flash memories as nonvolatile
semiconductor storage device have become increasingly
higher in capacity, and SSDs (Solid State Drives) as memory
systems equipped with such NAND-type flash memories
have attracted attention. These memory systems are expected
to enhance in reliability of data stored in the NAND-type flash
memories.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram of a configuration of a memory
system according to an embodiment;

FIG. 2A is a diagram for describing physical blocks of an
NAND memory chip, and is an equivalent circuit diagram of
a configuration example of one physical block contained in
the NAND memory chip;

FIG. 2B is a diagram for describing physical blocks of an
NAND memory chip, and is a schematic view of a threshold
value distribution in 4-value data storage scheme in which 2
bits are stored in one memory cell transistor MT;

FIG. 3A is a diagram for describing one example of order
of writing in an NAND flash memory, and is a diagram of
arrangement of lower pages and upper pages corresponding
to memory cell groups connected to word lines WL

FIG. 3B is a diagram for describing one example of order
of writing in the NAND flash memory, and is a diagram of
writing order of the pages;

FIG. 4 is a diagram illustrating correspondence between an
address translation table and arrangement of pages given
addresses in NAND blocks according to the embodiment;

FIG. 5 is a time chart of a process flow of data writing
including writing dummy data into the NAND blocks accord-
ing to the embodiment;

FIG. 6 is a flow chart of a flow of data writing process
including writing dummy data into NAND blocks according
to the embodiment;

FIG. 7 is a diagram illustrating that dummy data is written
into an upper page to protect a lower page into which valid
data which belongs to the same word line is written according
to the embodiment;

FIG. 8 is a time chart of a process flow of data writing into
NAND blocks in a comparative example;

FIG. 9 is a diagram illustrating correspondence between an
address translation table and arrangement of pages given
addresses in NAND blocks in a comparative example;

FIG. 10 is a perspective view of an appearance of a personal
computer; and
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FIG. 11 is a diagram illustrating an example of a functional
configuration of the personal computer.

DETAILED DESCRIPTION

According to one embodiment, a memory system of the
present invention includes: a nonvolatile memory including a
plurality of word lines each connected to memory cells, each
one of the memory cells being capable storing two bits, the
memory cells connected to one of the plurality of word lines
constituting an upper page and a lower page, each one of the
pages being a unit of data programming in the nonvolatile
memory; a random access memory configured to store an
address translation table indicating relationships between
logical addresses designated by a host apparatus and physical
addresses in the nonvolatile memory. The memory system of
the embodiment further includes a memory controller which
execute data fixing process for saving the address translation
table from the random access memory to the nonvolatile
memory; and write dummy data to at least one page subse-
quent to the page in which valid data has been written in the
nonvolatile memory before executing the data fixing process.

In writing into a multivalued memory cell of an NAND-
type flash memory, it is known that, if an error (unsuccessful
writing) or incorrect power discontinuity occurs during data
writing into an upper page, there arises one defective phe-
nomenon in which data cannot be read from a lower page
corresponding to the upper page.

Meanwhile, the memory system needs to guarantee, after
restarting, data written in the NAND-type flash memory at
predetermined intervals or under an explicit instruction (a
flash command, for example) from a host.

Accordingly, with respect to written data, the memory
system makes nonvolatile a correspondence (address transla-
tion table) between physical addresses in the NAND-type
flash memory (hereinafter, referred to as NAND addresses)
and logical addresses designated by a host (hereinafter,
referred to as “host addresses™), and performs a process for
fixing of the written data (data fixing process).

However, if, after completion of the data fixing process, an
error occurs at additional data writing into a block containing
the already written data and the already written data is cor-
rupted, the data confirmed at the foregoing data fixing process
becomes incapable of being read.

For example, the assumption is made that data is written
into a lower page and then a data fixing process is performed
on the written data, and after that, data is written into an upper
page sharing a word line with the lower page. If any error or
incorrect power discontinuity occurs during writing into the
upper page, the data in the lower page sharing the word line is
corrupted.

As is described above, the memory system needs to guar-
antee the data written into the lower page prior to the data
fixing process, and therefore some preventive measures need
to be taken against such an event.

As an example of a preventive measure, the lower page at
risk of being corrupted by an error during writing may be
saved in advance in another place in the cases where addi-
tional data is written into the same block. However, if data is
corrupted, a process for recovering the lower page becomes
time-consuming and complicated.

As another measure, data of one block is completely writ-
ten in a single operation. Unless additional data writing is
performed within the same block, there is no need for pre-
ventive measures against data corruption due to writing error.
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However, a size of data writable in a single operation becomes
equal to a block size, which reduces writing efficiency in
writing data of small sizes.

Exemplary embodiments of a memory system and a
method for data writing in the memory system will be
explained below in detail with reference to the accompanying
drawings. The present invention is not limited to the follow-
ing embodiments.

First Embodiment

FIG. 1 is a block diagram of a configuration of a memory
system 1 according to a firstembodiment. As illustrated in the
diagram, the memory system 1 is connected to a host 7 such
as a personal computer and functions as an external storage
device of the host 7. In this configuration, the host 7 and the
memory system 1 are connected by a communication inter-
face in conformity with ATA (Advanced Technology Attach-
ment) standards, for example. Writing/reading requests
received by the memory system 1 from the host 7, each
contain a beginning address as an access target defined by
LBA (Logical Block Addressing) and a sector size indicative
of a scope of a region of the access target.

The memory system 1 is configured to include: an NAND
flash memory 2 as a nonvolatile semiconductor memory for
storing user data and an address translation table 30; a con-
troller 3 exercising data transfer control between the host 7
and the NAND flash memory 2 and controlling constituent
elements in the memory system 1; a random access memory
(RAM) 4 as a volatile semiconductor memory for storing
temporarily at least part of the address translation table 40;
and a host controller 5 as a host interface controller executing
control of a communication interface with the host 7. That is,
the random access memory 4 is configured to store the
address translation table 40 indicating relationships between
logical addresses designated by the host 7 and physical
addresses in the NAND flash memory 2. The random access
memory 4 is formed by a DRAM or an SRAM, for example.

The address translation table 40 shows correspondence
between logical addresses designated by the host 7 and physi-
cal addresses indicative of positions of data within the NAND
flash memory 2. The address translation table 30 is stored in
the NAND flash memory 2, and is expanded in the random
access memory 4 at a predetermined timing such as at a
startup of the memory system 1. If the correspondence
between the logical addresses and physical addresses is
updated due to data writing or the like, the controller 3
updates the address translation table 40 expanded in the ran-
dom access memory 4, but does not update the address trans-
lation table 30 within the NAND flash memory 2.

Asis described above, if the latest address translation table
40 exists only in the random access memory 4, it is not
possible to handle incorrect power discontinuity or the like.
Therefore, the controller 3 writes the latest address translation
table 30 into the NAND flash memory 2 so as to be made
nonvolatile, at predetermined intervals or under an explicit
instruction from the host. At this point of time, the data fixing
process is completed, and after restarting, the address trans-
lation table 30 written into the NAND flash memory 2 is
expanded in the random access memory 4, whereby it is
possible to recover the state before the data fixing process.
The controller 3 performs a data fixing process if the amount
of updating of the address translation table 40 has reached a
predetermined threshold value or if the controller 3 has
received a flash command from the host 7.

The NAND flash memory 2 includes one or more NAND
memory chips. In addition, each of the NAND memory chips
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is formed by arranging a plurality of physical blocks as a unit
of data erasing. FIG. 2A is an equivalent circuit diagram
illustrating a configuration example of one physical block
contained in an NAND memory chip. Each of the physical
blocks includes (p+1) NAND strings arranged in sequence
along an X direction (p denotes an integer of 0 or more).
Selection transistors ST1 contained in the (p+1) NAND
strings are connected at drains to bit lines BLO to BLp, and are
connected at gates commonly to a gate line SGD. In addition,
selection transistors ST2 are connected at sources commonly
to a source line SL, and are connected at gates commonly to
a selection gate line SGS.

Each of memory cell transistors M T is formed by an MOS-
FET (Metal Oxide Semiconductor Field Effect Transistor)
including a layered gate structure on a semiconductor sub-
strate. The layered gate structure includes an electric charge
accumulation layer (floating gate electrode) formed via a gate
insulating film on the semiconductor substrate, and a control
gate electrode formed via an inter-gate insulating film on the
electric charge accumulation layer. The memory cell transis-
tors MT each vary in threshold voltage in accordance with the
number of electrons accumulated in the floating gate elec-
trode, and store data depending on variations in the threshold
voltage. In this configuration, the memory cell transistors MT
are each configured to store multiple values (data of 2 bits or
more).

In addition, the memory cell transistors MT are not limited
by a structure having a floating gate electrode, but may have
another structure in which the threshold value can be adjusted
by trapping electrons on an interface of a nitride film as an
electric charge accumulation layer, such as MONOS (Metal-
Oxide-Nitride-Oxide-Silicon)-type transistors.

In each of the NAND strings, the (q+1) memory cell tran-
sistors MT are disposed in such a manner that respective
current paths are connected in series between the sources of
the selection transistors ST1 and the drains of the selection
transistors ST2. That is, a plurality of memory cell transistors
MT is connected in series in a Y direction so as to share a
diffusion region (source region or drain region) between adja-
cent ones.

In addition, control gate electrodes are connected to word
lines WL0 to WLq in descending order of the memory cell
transistor MT positioned nearest the drain side. Therefore, the
drain of the memory cell transistor M T connected to the word
line WL0 is connected to the source of the selection transistor
ST1, and the source of the memory cell transistor MT con-
nected to the word line WLq is connected to the drain of the
selection transistor ST2.

The word lines WL.0 to WLq connect in common the con-
trol gate electrodes of the memory cell transistors MT among
the NAND strings within the physical block. Specifically, the
control gate electrodes of the memory cell transistors MT in
the same line of the block are connected to the same word line
WL. The (p+1) memory cell transistors MT connected to the
same word line WL are treated as one page (physical page).
Data writing and data reading are performed by physical
pages.

In addition, bit lines BLO to BLp connect in common the
drains of'the selection transistors ST1 among the blocks. That
is, the NAND strings in the same column in a plurality of
blocks are connected to the same bit line BL.

In some cases, a plurality of bits can be stored per memory
cell transistor MT. For example, if n (n=2) bits can be stored
per memory cell transistor MT, the storage capacity per word
line becomes equal to a data size of n pages. FIG. 2B is a
schematic diagram illustrating a threshold value distribution
in a 4-value data storage scheme in which 2-bit data is stored
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in one memory cell transistor M T, for example. In the 4-value
data storage scheme, data of 2 pages can be stored per
memory cell transistor MT. Pages with data written early are
designated as lower pages, and pages with data written after
the lower pages are designated as upper pages.

The memory cell transistors MT each can hold any one of
4-value data “xy” defined by upper page data “x” and lower
page data “y” The 4-value data “xy” can be assigned data
“11,” “01,” <“00,” and “10,” in order of threshold voltages of
the memory cell transistors MT, for example. The data “11”
indicates that the threshold voltage of the memory cell tran-
sistor MT is negative and the memory cell transistor MT is in
an erased state. The rule for data assignment is not limited to
this. In addition, in the following explanation of this embodi-
ment, one memory transistor MT can store a 2-bit value, but
one memory cell transistor MT may be configured to store a
3-bit value or more. In the following description, the memory
cell transistor M'T may be expressed as simply a memory cell.

In a lower page writing operation, the data “10” is selec-
tively written into the memory cells with the data “11” (erased
state) by writing the lower bit data “y.” In an upper page
writing operation, the upper bit data “x” is selectively written
into the memory cells with the data “11”” and the memory cells
with the data “10” so that the data “01” and data “00” are
written. The threshold value distribution of the data “10”
before the upper page writing, is located in an almost middle
between the threshold value distributions of the data “01” and
data “00” after the upper page writing, and is generally
broader than the threshold value distribution after the upper
page writing.

In writing of user data, the threshold voltage of the memory
cells varies under the influence of a coupling capacity
between adjacent memory cells. Accordingly, to alleviate the
influence of the coupling capacity of adjacent memory cells,
the writing orders of lower pages and upper pages are devised
so as not to be overlapped in each of the word lines WLi.
FIGS. 3A and 3B are diagrams for describing one example of
writing order into the NAND flash memory 2. As illustrated in
FIG. 3 A, first, assumption is made that: i denotes an integer of
0 or more; lower pages in memory cell groups connected to
the word lines WLi are designated Lower Pages 1; and upper
pages in the same are designated as Upper Pages i. Each one
of'the Pages is a unit of data programming in the NAND flash
memory 2.

As illustrated in FIG. 3B, after writing is made into the
lower page in the head of the block (Lower Page 0), writing is
performed in order of (1) Lower Page 2i+1, (2) Upper Page 2i,
(3) Lower Page 2i+2, and (4) Upper Page 2i+1. At an end of
the writing in (4), 1 is incremented by one, and writing into the
destination shown by (1) is performed. As in the foregoing, in
each of the word lines, the writing into the lower pages (1) and
(2) and the following writing into the upper pages (3) and (4)
are made discontinuous in terms of page addresses (in this
case, by 2 or 3 pages).

The foregoing writing order is one example of writing
order intended for reduction in proximity effect. This
embodiment is described on the assumption that, in the page
arrangement illustrated in FIG. 3A, writing is performed in
sequence from top down with respect to the column of pages
illustrated in FIG. 3B. FIG. 4 illustrates one example of an
address translation table. In this embodiment, addresses in the
NAND flash memory 2 are managed by 4 pages, and the unit
of'address translation is set at 4 pages in the address transla-
tion table managed by the random access memory 4 illus-
trated on the left side of FIG. 4. However, address translation
by 4 pages is one example, and the unit of address translation
is not limited to this.

5

10

15

20

25

30

35

40

45

50

55

60

65

6

In this embodiment, prior to the above-mentioned data
fixing process in which the address translation table is copied
from the random access memory 4 to the NAND flash
memory 2, the controller 3 records dummy data subsequent to
the already written valid data. If the timing for recording of
the dummy data is limited to before the data fixing process, it
is possible to prevent the confirmed written valid data from
being corrupted due to an error in additional writing while
avoiding reduction in writing efficiency.

The procedure for writing dummy data in the memory
system 1 in the embodiment will be described below in detail,
referring to FIG. 4, the time chart in FIG. 5, and the flow chart
in FIG. 6.

First, the controller 3 uses the writing control unit to write
data into a host address (logic address) D (FIG. 5 and step S11
in FIG. 6). The controller 3 writes valid data into a region atan
NAND address W belonging to one NAND block within the
NAND flash memory 2, and then writes this correspondence
into the address translation table managed by the random
access memory 4. As illustrated in the right side of FIG. 4, the
final page of the region at the NAND address W is the lower
page 0.

In addition, the controller 3 writes valid data into a region
at an NAND address X within the NAND block, as data
writing into a host address E (FIG. 5 and step S12 in FIG. 6).
Then, the controller 3 writes this correspondence into the
address translation table. As illustrated in the right side of
FIG. 4, the region at the NAND address X includes Lower
Page 1, Upper Page 0, Lower Page 2, and Upper Page 1.

After that, before execution of the data fixing process (step
S14 illustrated in FIG. 6), the controller 3 fills pages likely to
be corrupted due to subsequent additional writing (step S15),
with dummy data (FIG. 5 and step S13 illustrated in FIG. 6).
That is, the controller 3 executes data fixing process for sav-
ing the address translation table from the random access
memory 4 to the nonvolatile memory; and writes dummy data
to at least one page subsequent to the page in which valid data
has been written in the NAND flash memory 2 before execut-
ing the data fixing process. Specifically, the controller 3
writes dummy data into all the regions at an NAND address Y
within the NAND block, formed by the four pages illustrated
in FIG. 4: Lower Page 3, Upper Page 2, Lower Page 4, and
Upper Page 3. The address Y indicates the regions in the
NAND block with no host address (logical address) that can-
not be referred to from the address translation table managed
by the random access memory 4. The dummy data to be
written can be either of 2 values.

Subsequently, the controller 3 copies the address transla-
tion table from the random access memory 4 into the NAND
flash memory 2, thereby executing the data fixing process
(FIG. 5 and step S14 illustrated in FIG. 6). Accordingly, the
data written at the host address D before the data fixing
process and the data additionally written at the host address E
can be ensured. The controller 3 does not write dummy data
after executing the data fixing process.

Further, the controller 3 writes valid data into regions at an
address Z within the NAND block as data writing at a host
address G (FIG. 5 and step S15 illustrated in FIG. 6). Then,
the controller 3 writes this correspondence into the address
translation table. As illustrated in the right side of FIG. 4, the
regions at the address Z includes Lower Page 5, Upper Page
4, Lower Page 6, and Upper Page 5. At this time, even if any
error occurs in writing into Upper Page 4 and the data on
Lower Page 4 is corrupted, there is no problem because of the
presence of the dummy data.

As is in the foregoing, when dummy data additional writ-
ing process (step S13) is performed, even if, after execution of
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the data fixing process (step S14), the additional writing (step
S15) is performed and the already written pages correspond-
ing to the same word lines are corrupted due to a writing error
or incorrect power discontinuity, only the pages with the
dummy data are corrupted as illustrated in the right side of
FIG. 4. Accordingly, it is possible to prevent that the data
recorded before the data fixing process is corrupted.

The unit of address translation, 4 pages, in this embodi-
ment is selected as the number of regions into which dummy
data is to be written at step 13 illustrated in FIG. 6 (thatis, a
size of dummy data to be written). However, even if dummy
data is written into a smaller number of pages, it is possible to
avoid the corruption of the data recorded before the data
fixing process as described below.

For example, with regard to the order of page writing
illustrated in the right side of FIG. 4, a maximum distance
between the lower page and the upper page in the writing
order corresponding to the same word line is 3 by the number
of pages. Specifically, Lower Page 0 and Upper Page 0 cor-
responding to the same word line are separated by 2 pages in
the writing order, whereas other pairs of the lower pages and
the upper pages corresponding to the same word lines, for
example, Lower Page 1 and Upper Page 1, Lower Page 2 and
Upper Page 2, Lower Page 3 and Upper Page 3, . . . are all
separated by 3 pages. Therefore, in the order of page writing
illustrated in the right side of FIG. 4, the maximum distance
represented by the number of pages between the lower page
and the upper page corresponding to the same word line is 3
in the writing order. Accordingly, when the maximum dis-
tance represented by the number of pages in the writing order
between the lower page and the upper page corresponding to
the same word line can be determined, itis possible to reliably
avoid corruption of confirmed data by writing dummy data by
the pages of the maximum distance or more before the data
fixing process. That is writing dummy data with a maximum
distance or more of pages, and the maximum distance is a
number of pages in terms of writing order between the upper
page and the lower page assigned to the same word line. In
this case, writing dummy data of 3 pages is sufficient.

In addition, even if the order of page writing illustrated in
the right side of FIG. 4 is used as it is but the number of pages
as unit of address translation is not less than 4, such as 8, it is
only needed to write dummy data of pages of the maximum
distance or more by the number of pages between the lower
page and the upper page corresponding to the same word line
in the writing order as described above, and therefore writing
dummy data of 3 pages is sufficient. Although dummy data of
3 pages or more may be written before each data fixing
process, it is possible to simplify the process by writing
dummy data of a fixed (predetermined) number of pages
equal to or larger than the maximum distance.

However, as described above in relation to the embodi-
ment, if the number of pages (4 pages) as unit of address
translation in the address translation table is equal to or larger
than the maximum distance (3 pages), it is possible to further
simplify the process by writing dummy data of 4 pages that is
the number of pages as unit of address translation. In other
words, if a number of pages collectively managed in the
address translation table is equal to or larger than the maxi-
mum distance, the controller 3 writes dummy data with the
number of pages collectively managed in the address trans-
lation table. Conversely, if the number of pages as unit of
address translation in the address translation table is smaller
than the maximum distance, for example, if the maximum
distance is 3 pages and the unit of address translation is 1
page, it is sufficient to write dummy data of pages of the
maximum distance.

20

40

45

8

In addition, in the embodiment described above, one
memory cell transistor MT stores 2-bit data, that is, n=2.
However, even if n is larger than 2, it is possible to prevent
corruption of already written valid data due to additional
writing of page(s) corresponding to the same word lines.
Specifically, the same advantage can be obtained by, before
execution of the data fixing process, determining all the dis-
tances by the number of pages between two each pages
selected from n pages corresponding to the same word lines in
the writing order, and then writing dummy data of pages of
the maximum distance or more among the determined dis-
tances, before execution of the data fixing process and after
writing of the valid data.

Further, it is also possible to further reduce the number of
dummy data by writing dummy data of equal to or larger than
the maximum distance value by the number of pages in the
order of writing pages corresponding to the same word line
described above. Specifically, in the foregoing embodiment,
if valid data is written into regions at the address X within the
NAND block at step S12 illustrated in FIG. 6 and then the data
fixing process is to be executed, it is possible to actually avoid
corruption of the already written valid data due to an error
occurring in additional writing after the data fixing process,
only by writing dummy data into Upper Page 2 out of the
regions at the address Y to protect Lower Page 2 into which
the valid data is written, as illustrated in FIG. 7. That is, the
data corruption can be avoided only by writing dummy data
into all the not yet written upper page(s) belonging to the
same word line as the lower page into which the valid data is
written (in this case, only Upper Page 2 is applicable and thus
dummy data of 1 page is written) before the execution of the
data fixing process. In other words, the controller 3 writes
dummy data to all unwritten upper pages assigned to the same
word lines as the lower pages in which valid data has been
written before executing the data fixing process. This allows
the unstable lower page to be protected by dummy data.

In this case, however, unless valid data is written into
Lower Page 3, it is not possible to appropriately write data
into Upper Page 3 corresponding to the same word line as
Lower Page 3, into which valid data is to be written after the
data fixing process. Therefore, it is desired to write dummy
data into Lower Page 3 as well. Specifically, it is desired to
write dummy data into two pages (Lower Page 3 and Upper
Page 2 illustrated in FIG. 7) that, out of the not yet written
upper pages belonging to the same word line as the lower page
into which valid data is written, constitute all the not yet
written pages in the writing order up to the last not yet written
upper page (the upper page 2 illustrated in FIG. 7). In other
words, the controller 3 writes dummy data to all unwritten
upper and lower pages up to the last unwritten upper page in
terms of writing order among all unwritten upper pages
assigned to the same word lines as the lower pages in which
valid data has been written. In this case, similarly, if the
number of all not yet written pages, out of the not yet written
upper pages belonging to the same word line as the lower page
into which valid data is written, in the writing order up to the
last not yet written upper page, is equal to or less than the
number of pages as unit of address translation, the process can
be more simplified by writing dummy data of the number of
pages as unit of address translation. In other words, if a
number of pages collectively managed in the address trans-
lation table is equal to or larger than a number of all the
unwritten pages, the controller 3 writes dummy data with the
number of pages collectively managed in the address trans-
lation table.

In addition, the example illustrated in FIG. 7 is applicable
to the case where one memory cell transistor M T stores 2-bit
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data, that is, n=2. However, even if n is larger than 2, it is
possible to prevent corruption of already written valid data
due to additional writing of page(s) corresponding to the
same word lines. Specifically, it is possible to prevent corrup-
tion of valid data having been subjected to the data fixing
process, by writing dummy data into all the not yet written
pages belonging to the same word lines as the pages into
which the valid data is written, before the execution of the
data fixing process. In this case, similarly, it is possible to
write dummy data into all not yet written pages, out of the not
yet written pages belonging to the same word lines as the
pages into which the valid data is written, in the writing order
up to the last not yet written page. If the number of all the not
yet written pages in the writing order up to the last not yet
written page, is equal to or less than the number of pages as
unit of address translation, the process can be more simplified
by writing dummy data of the number of pages as unit of
address translation.

In a comparative example as illustrated in FIG. 8, for
example, after two writing operations at host addresses A and
B with respect to the NAND block are executed with respect
to NAND addresses W and X of the NAND block, the data
fixing process is performed, and then additional data writing
athost address C is performed with respect to NAND address
Y of the NAND block. In the additional data writing at the
NAND address Y, when data is written into Upper Page 2
belonging to the same word line as Lower Page 2 with valid
data which has been subjected to the data fixing process, as
illustrated in FIG. 9, a writing error or incorrect power dis-
continuity may occur. In this case, the data on Lower Page 2
corresponding to Upper Page 2 is corrupted (FIG. 9). That is,
there arises a phenomenon in which the data written before
the data fixing process is not guaranteed.

The dummy data may be all 1 data, all O data, or random
data with an almost equal ratio between 1 and 0. In other
words, the dummy data may be comprised of random data. If
the dummy data is all 1 data, application of a writing voltage
into the word lines may be omitted. In addition, pages storing
the dummy data may be identified by flags added to the
address translation table, or the NAND addresses of these
pages may not be registered with the address translation table.

In the embodiment as described above, it is possible to
avoid the problem by writing dummy data before the data
fixing process. That is, it is possible to achieve reliability
improvement by stabilizing the state of the memory cells into
which data is written before the data fixing process. In addi-
tion, since the timing for writing dummy data is decided as
only before the data fixing process, it is possible to suppress
reduction in writing efficiency. In addition, in the foregoing
description of this embodiment, a writing method with reduc-
tion in proximity effect in order of page writing is exempli-
fied. Needless to say, however, this embodiment is also appli-
cable to the cases where the order of page writing in the
sequence of word lines with no consideration given to prox-
imity effect is used.

Second Embodiment

FIG. 10 is a perspective view illustrating one example of a
personal computer 1200 equipped with the memory system 1
(SSD). The memory system 1 (SSD) is, for example, the
memory system 1 explained in the first embodiment. The
personal computer 1200 includes a main body 1201 and a
display unit 1202. The display unit 1202 includes a display
housing 1203 and a display device 1204 stored in the display
housing 1203.
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The main body 1201 includes a cabinet 1205, a keyboard
1206, and a touch pad 1207 as a pointing device. The cabinet
1205 contains a main circuit board, an ODD (Optical Disk
Device) unit, a card slot, the memory system 1, and the like.

The card slotis provided adjacent to a peripheral wall of the
cabinet 1205. An opening part 1208 is provided opposed to
the card slot on the peripheral wall. A user can insert and
withdraw an additional device into/from the card slot through
the opening part 1208 from/to the outside of the cabinet 1205.

The memory system 1 can be used in the state of being
implemented within the personal computer 1200 in place of a
conventional HDD, or can be used as an additional device in
the state of being inserted into the card slot provided in the
personal computer 1200.

FIG. 11 illustrates an example of a system configuration of
a personal computer equipped with the memory system 1
(SSD). The personal computer 1200 includes a CPU 1301, a
north bridge 1302, a main memory 1303, a video controller
1304, an audio controller 1305, a south bridge 1309, a BIOS-
ROM 1310, the memory system 1, an ODD unit 1311, an
embedded controller/keyboard controller IC (EC/KBC)
1312, a network controller 1313, and the like.

The CPU 1301 is a processor provided for controlling
operation of the personal computer 1200, and runs an oper-
ating system (OS) loaded from the memory system 1 into the
main memory 1303. Further, if the ODD unit 1311 enables
execution of at least one of a reading process and a writing
process with respect to a loaded optical disc, the CPU 1301
executes the process(es).

In addition, the CPU 1301 also runs a system BIOS (Basic
Input Output System) stored in the BIOS-ROM 1310. The
system BIOS is a program for hardware control within the
personal computer 1200.

The north bridge 1302 is a bridge device to connect
between a local bus of the CPU 1301 and the south bridge
1309. The north bridge 1302 also contains a memory control-
ler to control access to the main memory 1303.

In addition, the north bridge 1302 also has the functions of
communicating with the video controller 1304 and commu-
nicating with the audio controller 1305, via an AGP (Accel-
erated Graphics Port) bus or the like.

The main memory 1303 stores temporarily programs and
data, and functions as a work area of the CPU 1301. The main
memory 1303 is formed by a RAM, for example.

The video controller 1304 is a video replay controller to
control the display unit 1202 used as a display monitor of the
personal computer 1200.

The audio controller 1305 is an audio replay controller to
control a speaker 1306 of the personal computer 1200.

The south bridge 1309 controls the devices on an LPC
(Low Pin Count) bus 1314, and controls the devices on a PCI
(Peripheral Component Interconnect) bus 1315. In addition,
the south bridge 1309 also controls the memory system 1 as
storage device for storing various kinds of software and data,
via an ATA interface.

The personal computer 1200 makes access to the memory
system 1 by sectors. Writing commands, reading commands,
cache flash commands, and the like, are input into the
memory system 1 via the ATA interface.

In addition, the south bridge 1309 also has the function of
controlling access to the BIOS-ROM 1310 and the ODD unit
1311.

The EC/KBC 1312 is a 1-chip microcomputer in which an
embedded controller for power management and a keyboard
controller for controlling the keyboard (KB) 1206 and the
touch pad 1207 are collected.
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The EC/KBC 1312 has the function of powering on/off the
personal computer 1200 in accordance with an operation of a
power button by a user. The network controller 1313 is a
communication device to communicate with an external net-
work such as the Internet or the like, for example.
While certain embodiments have been described, these
embodiments have been presented by way of example only,
and are not intended to limit the scope of the inventions.
Indeed, the novel embodiments described herein may be
embodied in a variety of other forms; furthermore, various
omissions, substitutions and changes in the form of the
embodiments described herein may be made without depart-
ing from the spirit of the inventions. The accompanying
claims and their equivalents are intended to cover such forms
or modifications as would fall within the scope and spirit of
the inventions.
What is claimed is:
1. A memory system comprising:
a nonvolatile memory including a plurality of word lines
each connected to memory cells, each one of the
memory cells being capable of storing at least two bits,
the memory cells connected to one of the plurality of
word lines, each one of the plurality of word lines includ-
ing a plurality of pages, each one of the plurality of pages
being a data programming unit;
a random access memory configured to store an address
translation table indicating relationships between logi-
cal addresses designated by a host apparatus and physi-
cal addresses in the nonvolatile memory; and
a memory controller configured to:
write first valid data in units of pages to first pages in the
nonvolatile memory; execute a data fixing process to
save the address translation table from the random
access memory to the nonvolatile memory, the saved
address translation table including relationships
between logical addresses of the first valid data and
physical addresses of the first pages; and

after writing the first valid data to the first pages, and
before executing the data fixing process, write
dummy data to an entire page in units of pages to first
unwritten pages including a second unwritten page,
the second unwritten page being included in at least
one word line, the at least one word line including at
least one second page in which latest valid data or
second latest valid data of the first valid data has been
written in the nonvolatile memory, the first unwritten
pages being included in two or more consecutive
word lines, the first pages including the at least one
second page.

2. The memory system according to claim 1, wherein the
memory controller is further configured to write the dummy
data in units of pages to the first unwritten pages along with
the latest valid data or the second latest valid data in the
nonvolatile memory, the first unwritten pages corresponding
to a predetermined number of pages.

3. The memory system according to claim 2, wherein each
one of the plurality of word lines includes an upper page and
a lower page.

4. The memory system according to claim 3, wherein the
memory controller is further configured to execute a data
writing operation to the nonvolatile memory, the data writing
operation including a first writing operation, and a second
writing operation in a sequential order, the first writing opera-
tion being a writing operation in units of pages to the lower
page in a word line (n+1), the second writing operation being
a writing operation in units of pages to the upper page in a
word line (n), where n is zero or a natural number.
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5. The memory system according to claim 4, wherein the
predetermined number of pages is at least three pages accord-
ing to the data writing operation.

6. The memory system according to claim 5, wherein, if a
second size is larger than a size of three pages, a size of the
predetermined number of pages corresponds to the second
size, the second size being a size of a unit of address transla-
tion in the address translation table.

7. The memory system according to claim 6, wherein the
nonvolatile memory is a NAND flash memory.

8. The memory system according to claim 6, wherein the
random access memory is a DRAM (Dynamic Random
Access Memory).

9. A control method of a memory system that includes a
nonvolatile memory, the nonvolatile memory including a plu-
rality of word lines each connected to memory cells, each one
of'the memory cells being capable of storing at least two bits,
the memory cells connected to one of the plurality of word
lines, each one of the plurality of word lines including a
plurality of pages, each one of the plurality of pages being a
data programming unit, and a random access memory con-
figured to store an address translation table indicating rela-
tionships between logical addresses designated by a host
apparatus and physical addresses in the nonvolatile memory,
the control method of the memory system comprising:

writing first valid data in units of pages to first pages in the

nonvolatile memory;

executing a data fixing process to save the address transla-

tion table from the random access memory to the non-
volatile memory, the saved address translation table
including relationships between logical addresses of the
first valid data and physical addresses of the first pages;
and

after writing first valid data to the first pages, and before

executing the data fixing process, writing dummy data to
an entire page in units of pages to first unwritten pages
including a second unwritten page, the second unwritten
page being included in at least one word line, the at least
one word line including at least one second page in
which latest valid data of the first valid data has been
written in the nonvolatile memory, the first unwritten
pages being included in two or more consecutive word
lines, the first pages including the at least one second
page.

10. The control method of the memory system according to
claim 9, wherein the writing of the dummy data includes
writing the dummy data in units of pages to the first unwritten
pages along with the latest valid data or the second latest valid
data in the nonvolatile memory, the first unwritten pages
corresponding to a predetermined number of pages.

11. The control method of the memory system according to
claim 10, wherein each one of plurality of the word lines
includes an upper page and a lower page.

12. The control method of the memory system according to
claim 11, wherein a data writing operation to the nonvolatile
memory includes executing a first writing operation, and a
second writing operation, in a sequential order, the first writ-
ing operation being a writing operation in units of pages to the
lower page in a word line (n+1), the second writing operation
being a writing operation in units of pages to the upper page
in a word line (n), where n is zero or a natural number.

13. The control method of the memory system according to
claim 12, wherein the predetermined number of pages is at
least three pages according to the data writing operation.

14. The control method of the memory system according to
claim 13, wherein, ifa second size is larger than a size of three
pages, a size of the predetermined, number of pages corre-
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sponds to the second size, the second size being a size of aunit
of address translation in the address translation table.

15. The control method of the memory system according to
claim 14, wherein the nonvolatile memory is a NAND flash
memory. 5

16. The control method of the memory system according to
claim 14, wherein the random access memory is a DRAM
(Dynamic Random Access Memory).
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